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RAID stands for Redundant Array of Independent Disks. Several different types of RAIDs, called levels, exit. These different RAIDs offer different advantages such as improved access time and data redundancy. These are the popular RAID levels:

· RAID 0 – data is striped across all of the devices, which allows for lower access times (as data in different blocks can be accessed at the same time) but does not provide any redundancy. If a single disk in the array is lost all of the data will be corrupted.

· RAID 1 – data is simply mirrored across the disks. This allows the highest level of performance and if either disk dies there is an exact copy of it. The disadvantage is that it is cost ineffective twice the amount of drives are needed.

· RAID 5 – n+1 disks are maintained so that a loss of any one disk is acceptable, the logical parity is distributed. The parity block is typically a bitwise xor of the other blocks in the row.

· RAID 6 – This is like RAID five, except it employs two parity blocks (so it is called double parity), and therefore two disks may have errors and the complete data set be recoverable.


As the size of hard disks continue to increase, the throughput of hard disks has not kept up. Because of this, rebuilding a large disk connected to a RAID can take an unreasonable amount of time. Drive capacity divided by throughput determines how long it takes to rebuild a drive. 


During the time a drive within the array is being rebuilt the rest of the array does not have full parity protection. Years ago it took minutes to rebuild a drive, however it would take the highest capacity drives on todays market four hours to rebuild operating at their maximum throughput. Because this maximum throughput is rarely achieved in practice while the drives are performing other operations, it generally takes much longer to rebuild a drive. Additionally, hard disks can acquire defects over time called latent data errors. A typical background RAID scrubbing process involves reading the data back, verifying it, correcting errors, and rewriting the data. While a disk is being rebuilt this functionality is unable to perform. The longer a RAID sits incomplete the more susceptible it is to corruption from this 'bit rot'.


Fifteen years ago RAID-5 was abandoned for RAID-6 because it no longer offered an adequate level of protection. Soon RAID-6 will be at the same level of performance and an alternative must be selected. The solution to this is triple parity RAID. Triple parity RAID will help during the RAID rebuild process as well as add an additional layer of protection against latent data errors.


As solid state devices become more mainstream there is still a role for RAID. Solid state drives may replace disks for general purpose storage and disks will be used for backup media as tapes are today – if this becomes a reality RAID will still be needed in those backup systems. Other suggest that flash media will be integrated into the memory hierarchy with disks and effectively become another component of the array. In any event, RAID is not likely to be going away and triple parity will soon be necessary.

